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calculation part relies on spherical isotropy to solve the problem in the radial component.
Overpressure distribution is presented and shows a very good agreement with experimen-
tal and numerical data. The one-dimensional data need to be made three-dimensional
mesh-compatible thanks to an appropriate remapping technique. To this end, a remapping
technique is presented and its effectiveness, accuracy and efficiency are demonstrated. The

ZQCALSORS second calculation part consists of a three-dimensional computation fed with the
remapped data. The effectiveness of this mixed approach is demonstrated through three-
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1. Introduction

The increasing proportion of covered ways and tunnels in urban and suburban areas, together with the denser rail and
road traffic, represent a stronger risk of severe accidents due to hazardous materials. As confinement is an aggravation factor
of explosion effects, special safety measures have to be met in crowded underground structures and analysis tools are
needed to simulate critical scenarios. This requires a better knowledge of blast waves in confined areas.

Conceptually, the main characteristic for any explosion is the rapid release of a huge quantity of energy from a compact
volume in a very short time, typically of the order of the microsecond, which provokes a local pressure increase. A supersonic
wave is subsequently generated and propagates away from the detonation origin. Explosion sources may be solid detonating
materials, flammable gas—air mixtures at appropriate proportions or even confined vapor or gas phase. For almost all cases,
highly exothermic chemical reactions happen. Usually, the criterion for certain level of damage is the maximal overpressure
predicted to be produced at a given distance from the explosion origin [1,2].

High explosive detonation and the generated blast wave have been extensively studied both theoretically and experimen-
tally since several decades [2,3]. The development of numerical - and engineering simulation commercial - tools, such as
DYNA3D, CFX and AUTO-DYN, dedicated to such applications has turned to a reality, but so far need considerable computer
resources to make realistic simulations [4-6]. This may be explained by the use of the three-dimensional computation from
the very blast onset where, from stiffness considerations of the problem, extremely small time steps are required.
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Nomenclature

Greek letters

Y heat capacity ratio for perfect gas

A mesh numerical frequency, = M!/3/Ax3 (kg'/? /m)

w constant for Jones-Wilkins-Lee (JWL) equation of state
p density (kg/m>)

z three-dimensional mesh cell surface area (m?)

Latin letters

u velocity vector

a speed of sound (m/s)

A,B,C,R;,R, constants for the JWL equation of state

E total specific internal energy, E = e + 1 (u? + 22 + w?) (J/kg)
e specific internal energy (J/kg)

F,G,K  flux vectors

H total specific enthalpy, H=E +% (J/kg)
L one-dimensional domain radius (m)
M mass (kg)

p pressure (Pa)

R radius (m)

r radial coordinate (m)

S vector of source terms

T total simulation time (s)

t time (s)

U vector of conservative variables

u,v,w velocity components (m/s)

Vv three-dimensional mesh cell volume (m?)
Indices

c explosive charge

EOS equation of state

h enthalpy

r radial component

ref reference conditions

In the literature two main approaches exist to simulate the detonation and the subsequent traveling blast wave. The sim-
plest and perhaps the most intuitive one is the energy source term model. Condensed explosives do explode at constant rate
so much so that their detonation velocity is constant [3]. This means that released energy per time unit remains constant
during the whole detonation process. For this reason, it would be a good approximation to consider the detonation as a
homogeneous process that occurs inside the explosive charge. The explosive charge will then be considered as an energy
source, located in a finite domain, and determined by the specific energy, the detonation velocity and the mass of the con-
sidered explosive. The second approach is the balloon analogue that assumes the explosive charge materials have been
transformed, at constant volume, into hot gases at the so-called Chapman-Jouguet state [3,7]. Since this approach assumes
the transformation finished, it does not enable to simulate the detonation process itself. Nevertheless, all thermodynamic
parameters, including the pressure and the density, are known at this final equilibrium state. The solution process must then
start with the onset of the blast wave.

Even if the blast wave propagation has in general three-dimensional patterns it is possible to consider, at the onset of the
explosion, the wave freely and isotropically traveling. This spherical one-dimensional approach has proven to be valid as
long as the blast wave propagates in resting free domain [1,3]. In this case, it represents a good alternative to fully three-
dimensional approaches that are necessarily much more computer resources consuming.

The present work combines the one- and three-dimensional approaches in an efficient way. Starting after the detonation,
the one-dimensional model is used as far as applicable. The simulation then proceeds with a three-dimensional model. The
initial conditions are provided by the remapping technique, which transfers the one-dimensional data onto the three-dimen-
sional mesh.

In this paper, the one-dimensional approach using the balloon analogue is applied to well documented test cases and
compared to experimental and numerical data [1,8,9]. After discussing the remapping technique, the 1D-3D combined
method is applied to closed three-dimensional geometries and their interactions with the propagation of the blast wave
are presented.
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2. The one-dimensional spherical model
2.1. Physical and numerical models

Detonation, which precedes the blast wave, is modeled by the balloon analogue [7]. Flow conditions for statically pres-
surised gases are specified within a balloon occupying the volume of the explosive charge and separated from the atmo-
sphere by a fictitious membrane. The pressure is set to the detonation pressure, or the so-called Chapman-Jouguet
pressure (see Table 1), and the specific internal energy to the energy of the charge e.. The fictitious balloon membrane plays
the role of the diaphragm as in a shock tube. Its burst produces an expanding blast wave traveling outwards with an inward
rarefaction counterpart.

The hypothesis of spherical symmetry explosion is a good assumption since, either in an infinite region or before obsta-
cles intercept the front wave pressure, an initially spherical detonating and blasting explosive charge isotropically propa-
gates [1,3,10]. In this case, the one-dimensional spherical equations can be used with a good level of confidence to
describe the problem. Fig. 1 depicts the domain where the numerical problem is solved. The one-dimensional computational
domain [0, L] is divided into two sub-domains. The first one, where 0 < r < R, is the explosive charge domain. The second
sub-domain, where R. < r < L, is the ambient atmosphere region encompassing the charge.

2.1.1. Governing equations

The dynamic and thermal behavior of propagation phenomena is governed by the unsteady transport equations for mass,
momentum an energy. Viscous and thermal diffusion processes may play a significant role in the overall transport phenom-
ena but they are not included in the form of classical diffusion terms leading to the Navier-Stokes equations, as this would
require very fine spatial discretizations in the regions of strong velocity and temperature gradients. The corresponding grid
scales would be extremely small and would involve mesh size beyond the capacity of the current computers. Consequently,
thermal and viscous diffusion effects can be implemented - if needed - as global source terms added to the Euler transport
equations, which read considering the radial symmetry as follows:

ou o)
E""W*S’ (T,t)E[O,L]X[OTL (l)
where U is the conservative variables vector, F the radial flux vector and S the source terms vector, defined by:
0 pou; -2pu,+S,
U=|pu |, F=| pu2+p |, andS= —2pu? +S,, . (2)
PE; (PE: +p)u; (‘ % (pEr + p)u; + S/JE,)

Sp,Spu, and Sy, are possible mass, kinetic and energy source terms, respectively, and may include diffusion effects. However,
in the case of blast wave propagation, these terms may be neglected compared to the convective terms.

The system of Eq. (1) is complemented by equations of state and suitable initial and boundary conditions.

In the literature, a variety of laws of state are suggested to describe the detonation products [11-13]. The simplest equa-
tion of state proposed is the perfect gas law. For calorically perfect gases, it reads:

p=(y-1)pe, 3)
and the corresponding expression of the speed of sound is:

N @

Table 1
Parameters values used for JWL law describing T.N.T. explosive.

Specific energy, e. Density, p, Detonation speed, u. Detonation pressure, pg A B C Ry R, [0)
k] /kg 10% x kg/m? km/s GPa 10'! Pa 10° Pa 10" Pa - - -
4870 1.58 8.50 21 3.73 3.74 7.34 415 0.90 0.35

Ambient atmosphere
sub-domain

Fig. 1. Domains involved in the one-dimensional model.
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More specific and sophisticated laws for hot detonation products are also suggested. Because of its simplicity and
exhaustiveness, vis-a-vis a large variety of explosives, the most commonly used is the Jones-Wilkins-Lee (JWL) law
[14,15]:

w 0]
p=A(1- g 2 ) expl-Ripe/p) + B(1- 2 L) exp(-Repe/p) + ope. (5)
Ry Pec R Pe
with the speed of sound accordingly defined by:
Pe Pe Pe Pe ®+1(p\"\
o= (o (0 ) e omfrene () <252 () ) ©

For TNT-like explosive, the constants involved in this equation are tabulated in Table 1.
Outside of the explosive region, the surrounding atmosphere is supposed obeying the perfect gas law (3).
The boundary conditions applied to Eq. (1) are:

e a symmetry condition at the explosive charge center, r = 0, that is:

(%%)r:O =0
u(r=0)=0 (7)

e
( or >r:0 =0

¢ a non-reflective condition at the outer boundary, r = L, that is:

In compatibility with the balloon analogue model, the initial conditions read:

o for0<r<Re,p=pur=0andp=pgs(ec p);
o for Re <1 <L,p=p U =0and p = p,y.

Dros 1 given even by (3) if the detonation products are supposed to obeying perfect gas law, or by (5) if they are supposed
to obeying JWL law.

2.1.2. Implementation and numerical issues

The finite-difference scheme SZ is used in the present one-dimensional study [16]. It is a second-order accurate in space
and explicit two-step time scheme. The solution proceeds on the whole spatial domain from the known step n to the new
step (n+ 1) by the two-step procedure:

e the predictor step:

- At
Us = (1= B)UF + UL, — o (FlLy — FF) + Atos, (9)
e the corrector step:
At Sz 1L At
n+l _ gm 24 _ n _ n _ _ n T 2t
UP = Uf — 5o [ = BFf + B = DFf + (1 == B, + Fi = Fit| +5 S (10)

where F; = F(f],-) and o # 0. Ar and At are the space and time steps, respectively. Subscript i is associated to the space coor-
dinate r. o and g are set to 1/2, which corresponds to the two-step version of the Lax-Wendroff scheme.

In addition, the stability criterion of this problem is the classical CFL condition given by:

. A
At = CFL x min (4) 1)
(lur| +a)
CFL = 0.8 was found to be sufficient for all performed simulations. Because strong gradients are involved during the compu-
tations, some numerical oscillations may occur and are prevented by using a Flux-Corrected Transport algorithm proposed

by Boris et al. [17].
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2.2. Results

The first test case is the detonation of an 0.635 g TNT explosive charge. In the early stage of the simulation, the very high
speed of sound due to prevailing hot gases leads to very small allowable time steps, of the order of 10! s. Pressure and tem-
perature decay in time and the time step consequently increases up to about 10~° s. Using perfect gas law to describe the hot
gases state reduces the time step, of two orders of magnitude, compared to simulations using JWL law. Fig. 2 presents the
evolution of the peak of the overpressure Ap (Ap = p — p,,;, Where p,,; is the ambient pressure) versus the distance from the
center of the explosive charge represented by a reduced distance Z = r/M}/?. M, is the mass of the explosive charge. The cal-
culations with JWL or perfect gas equation of state give results which are in very good agreement with the experimental data
of Mills [8] and Henrych [9] as well as with Brode’s calculations [1]. Nevertheless, the assumption of perfect gas to describe
the hot products of the detonation slightly overestimates the maximum overpressure specially in the charge domain. This
fact may easily be understood since the perfect gas model neglects the attractive forces between the gas molecules. This
assumption is correct to describe weakly dense gas but misestimates the real behavior of more dense gases where a pressure
exceed must be considered to overbalance the attractive Van Der Waals force at a given temperature.

The use of the JWL and the perfect gas models is illustrated in Figs. 3-5 where the distribution of the calculated relative
overpressure, the radial velocity and the density, respectively, is represented at different times.

At the beginning of the detonation, a shock wave propagates out from the hot gases/air interface. This shock decays as
it travels away from the blast center due to the considered sphericity pattern of the propagating phenomena. Because of
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[ —_———— present 1D simulation, perfect gas EOS
******** N O Autodyn simulation (Trélat, 2006)
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ffffffffffffff N Experiments (Henrych, 1979)
N Experiments (Mills, 1987)
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Fig. 2. Radial distribution of the overpressure maximum peak.
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(a) Perfect gas law. (b) JWL law.

Fig. 3. Distribution of the relative overpressure.
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Fig. 4. Distribution of the non-dimensional radial velocity.
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Fig. 5. Distribution of the non-dimensional density.

the rapid expansion of the fluid, a rarefaction happens at the blast charge volume followed by an inbound compression
wave propagating from the contact surface. In a equivalent manner to the outbound wave, the overpressure of this in-
bound propagating compression wave increases as it approaches the blast center. When it reaches the blast center, and
due to the proper symmetry of this point, this wave is reflected back and at this time propagates outward until it catches
up the contact surface. One part of this wave continues propagating outward, while the other is reflected back leading to a
series of successive decaying outbound compression waves. In the region upstream of the contact surface, the perfect gas
assumption leads to underestimating the overpressure and overestimating the speed of sound compared to the JWL law.
For the region downstream of the contact surface, the perfect gas assumption leads to overestimating the overpressure
while the velocity and density are almost identical using either laws. So this leads to overestimating the speed of sound
and badly estimating the arrival times of the compression waves, other than the primary shock wave, when using the per-

fect gas law.
3. The three-dimensional model

3.1. Governing equations

The general formulation of conservative Euler equations for compressible fluid reads:
ou oF(U) oG(U) oK)
o Tx oy oz (12)
where U is the variables vector, and F(U), G(U) and K(U) are the fluxes in x,y and z directions, respectively. They are defined
by:
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p pu
pu pu? +p
U=| pv |, FU) = puv , (13)
ow puw
pE pu(E+p/p)
pv ow
puv puw
GWU) = pv:+p , KU)= pVW . (14)
pvw pow? +p
pv(E+p/p) pw(E+p/p)
S is the source term vector that may include the viscous and thermal diffusion energy terms:
5= (Sp,Spu,Spp,Spw,SpE)T. (15)

Sp,SpusSpw, Spw, Spe are mass, x-, y-, z-momentum and energy source terms, respectively, that may include dissipative terms.
Like the one-dimensional case, the viscous and thermal terms are supposed negligible compared to the convective terms in
the present calculations. Eq. (12) is completed by boundary and initial conditions. For walls, slip conditions are applied while
for far field, non-reflective boundaries conditions are used.

3.2. Numerical issues

The unsteady Euler three-dimensional problem (12) is solved by an in-house developed software [18]. The numerical
method is a unstructured finite-volume cell-centered approach using the classical upwind scheme and a two-stage explicit
discretization in time, yielding a second-order accuracy in both space and time. In order to prevent numerical oscillations,
which may occur in regions with strong gradients, the total variation diminishing (TVD) minmod scheme is used [20]. The
spatial discretization is performed with an automatic Cartesian grid generator [19]. In addition, the CFL condition has to be
satisfied in order to guarantee the stability of the numerical scheme. To construct the CFL for the three-dimensional case,
space step is defined by the ratio of the cell volume V to the half of its surface area X, i.e.:

. Ax3P 2V
At = CFL x min <7>7 AP =2 16
(ul +a) z 1o
The value of CFL = 0.8 was found to be suitable to ensure the stability of the computational scheme for all tested cases.

The flow is supposed to be initially at rest over the three-dimensional domain except inside the sphere of radius L encom-
passing the explosive charge where the flow is disturbed by the blast wave calculated by the one-dimensional procedure and
made three-dimensional mesh-compatible thanks to the 1D-3D remapping algorithm described in the following.

3.3. Data remapping methods and results

The issue is to remap data from a one-dimensional mesh onto a less finer three-dimensional Cartesian cell i at a given
time to. The relative three-dimensional mesh coarseness is dictated by the fact that if a small one-dimensional mesh size
is computationally affordable, a three-dimensional mesh with equivalent size is not. For remapping data an appropriate
technique must be developed that satisfies the criteria of: (i) robustness, i.e. as less sensitive to the mesh size variations
as possible, (ii) accuracy and, (iii) as less as possible computer resources consuming. Some algorithms were tested and
among them two are presented here.

The first technique is remapping in time by taking the time variations of the quantity to remap integrated over a specific
three-dimensional time step At3P. Since the specific three-dimensional space step is larger than the one-dimensional one,
AP is effectively larger than At'® at constant CFL. For explanatory purpose, it is supposed to remap the pressure p from
a one-dimensional onto a three-dimensional stencil, other physical quantities are dealt with in the same fashion. At the
three-dimensional cell i, the time variations of p?° integrated over a three-dimensional time step AtP reads:

PPt =pit- o)+ [ (B2) e (17)

to—AL3D ot

where p; and (dp'P/at); are linear interpolations, at the cell i center, of the pressure and its time derivative at the current
time.

The second technique is space remapping by taking the chord mean value of the quantity to remap. The cell pressure
p3P(to) is given by the expression:

r’;’; plD(r7 to)dr

3D
3D () =
pi~(to) N — T

(18)
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where M and N are the intersection points between the i cell surface and the line that joins its center Q to the charge center C
as illustrated by Fig. 6.

In order to study tf]lg behavior of each remapping technique, the mesh size is represented by the corresponding numerical
wave frequency 4 = % as suggested by [7]. The Fig. 7 represents the overpressure distribution calculated by the one-dimen-
sional approach compared to the overpressure in the three-dimensional domain obtained after applying the remapping pro-
cedure. The remapping procedure is applied to the solution at 45 ps after the blast onset of 0.3 kg of TNT. Two numerical
wave frequencies are used, namely . = 57 for Fig. 7(a) and (b) and 4 = 114 for Fig. 7(c) and (d). The time integral and the
chord mean value techniques are accurate, where the local error is less than 5%, provided that the mesh is sufficiently re-
fined, i.e. for 1 = 114.

This is corroborated by Fig. 8 that represents the mesh sensitivity of the mean chord value and time integral techniques
to capture key overpressures at different numerical wave frequencies. The considered overpressures are those of the in-
bound and outbound waves. For low frequencies, when 4 < 100, both techniques capture the overpressures given by the

z .
Cell i
/ 4
NI
AT
5
Ay y
e
Yy
x
Fig. 6. Mean value calculated over the chord (MN).
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0:‘ L .“‘ ‘”/" L U T 0:‘ PR R AR TS T P
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
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(a) Time integral method, A = 57. (b) Chord mean value method, A = 57.
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0:“‘|w“"|“‘|“‘|“‘ 0:“‘|w‘|“‘|‘w|“‘
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
x (m) x (m)
(c) Time integral method, A = 114. (d) Chord mean value method, A = 114.

Fig. 7. Pressure distribution (-, one-dimensional solution, - - three-dimensional remapped data).



6804 A.M. Benselama et al./Journal of Computational Physics 228 (2009) 6796-6810

500
K = © Inbound wave
400
300 N ——O—— Chord mean value
. K ———0—— Time integral method
o o 1D value
oy L
< L
200
100 > o Outbound wave
o= v v v b b b b by
0 100 200 300 400 500 600 700

A

Fig. 8. Mesh sensitivity of the remapping techniques.

one-dimensional method badly. This observation is consistent with Catlin et al. [7]. However, as the frequency is raised,
remapped data from both techniques converge to the correct overpressures. To this regard, these techniques are
equivalent.

In order to perform the computations for A = 507, for instance, the mean chord value technique needs approximately 30 s
computer time and less than 1 MB of memory, while the time integral technique needs about 900 s in computer time and up
to 100 MB of memory.

Fig. 9 shows the distribution, after data remapping, of the overpressure on a cross-section of the three-dimensional do-
main. The mesh shown in each sub-figure is an illustration of the mesh corresponding to that particular . The time varia-
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(a) Time integral method, A = 57. (b) Chord mean value method, A = 57.
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Fig. 9. Iso-pressure on the middle cross-section.
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tions integration method roughly conserves the flow isotropy (cases a and c), while the chord mean value method behaves
well considering the isotropy conservation (cases b and d).

Because of its low computer resources consuming and isotropy conservation, the chord mean value technique is chosen to
perform the following 1D-3D data remapping.

3.4. Results

Two test cases involving the detonation and the blast wave propagation in complex geometries are performed: a blasting
wave inside a closed and rigid box and a blasting wave at the entrance to a tunnel with bifurcation. Calculation results are
compared to both numerical and experimental data for the latter case [4].

3.4.1. Case 1

A TNT spherical charge of 1 kg is located at the center of a box of 1 m on each side. The JWL parameters for TNT explo-
sive are summarized in Table 1. The simulation time is 5 ms. The procedure used to perform the simulation is described
below.

First, the one-dimensional simulation is performed with a space step Ar = 10~* m over a time T'° =2 x 10™*s. This
time corresponds to a wave propagating up to 0.43 m from the blast center. In the early simulation stage the time step
At™ is about 2.5 x 107" s and increases with time, as mentioned earlier, until about At'® =2 x 1079 s. At this stage, the
data are prepared in order to be introduced as initial conditions for the three-dimensional simulation part through the
discussed remapping technique. Since the three-dimensional mesh size is approximately 150 times larger than the one-
dimensional stencil, the corresponding time step At3® is much larger, of the order of 107 s, at the beginning of the
three-dimensional simulation part. For a three-dimensional simulation which proceeds from the blast onset, the time
step drops to 3 x 107's. In other words, for the same mesh size, while the simulation time using the 1D-3D combined
method takes about one hour CPU-time, it turns quite prohibitive using the fully three-dimensional approach since it
would take considerably much more time. In this regard also, the 1D-3D combined method seems to be highly desirable
and more efficient compared to an approach that handles three-dimensional simulation of the blast waves from the
onset.

Fig. 10 represents the evolution of the Mach number distribution. Although the mesh is Cartesian, the spatial isotropy is
well preserved until blast wave reaches the solid walls where it is reflected and propagates back away from these walls. This
leads to complex wave patterns. Because of space propagation, where wave strength decreases as inverse square of the dis-
tance, combined with numerical dissipation, the energy of the flow quickly decays [1]. In fact, no significant flow disturbance
remains after 0.6 ms and the flow can be considered at rest.

Mach
6.00
5.33
4.67
4.00
3.33
2.67
2.00
1.33
0.67
0.00

t=0.1ms t=02ms t=0.3ms

Mach
6.00
533
1.67
4.00
333
2.67
2.00
1.33
0.67
0.00

t=04ms t=0.5ms t=0.6ms

Fig. 10. Distribution of the Mach number at different times.
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Fig. 11. Three-dimensional tunnel model.

Fig. 12. Illustration of the three-dimensional mesh used to perform the simulation. Left: the surface mesh, right: the mid-spanwise cross-section mesh.

3.4.2. Case 2

The second three-dimensional configuration is a tunnel with bifurcation [4]. Two pipes, of diameter d = 0.168 m and
length [ = 1.28 m, are placed orthogonally to each other. The explosive TNT charge, M. = 18.5 g, is located at the entrance
of the horizontal pipe. The TNT parameters remain unchanged from above. Two pressure-gauges are placed at the symmetry
axis of this pipe before and after the bifurcation. A third gauge is placed at the symmetry axis of the vertical pipe. The details of
the configuration are depicted in Fig. 11.

Approximately 2.4 million mesh cells were used. The onset blasting region, see Fig. 12, was more finely meshed (1 = 89)
compared to the far blasting region (. = 45). On a 2 GHz AMD® machine, the simulation required about 150 h to perform
5 ms simulation time.

Figs. 13-15 represent the overpressure history recorded at gauges 1, 2 and 3, respectively, obtained from the current
simulation. Corresponding experimental and other numerical data from Rigas et al. [4] are also shown in the same plots.
Although some delay can be mentioned, less than 0.1 ms, the current simulation results noticeably fit well with the
experimental data. The discrepancy is less than 15% which is quite consistent with the information loss recorded when
remapping data at 2 = 89 as shown in Fig. 8. For gauge 1, the first peak, where the overpressure reaches about 20 Bars,
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corresponds to the Mach reflection shock wave on the wall of the horizontal pipe. The second peak, which comes very
close to the previous one, corresponds to the incident wave that comes from the blast charge. This wave is slower than
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Fig. 16. Distribution of the overpressure at different simulation times.

the Mach shock wave [6]. The third peak corresponds to the second incident wave from the blast center as discussed in
Section 2.2. The following - much weaker - peak corresponds to the reflected wave at the closed end of the horizontal
pipe. The pressure tends rapidly, in about 3 ms, toward the initial pressure. Concerning gauge 2, the first three peaks are
the same as for gauge 1, but the overpressure is about 50% less because of the influence of the branch. The forth main
peak, which is higher than the first, is due to the superposition of the decaying incident waves and the reflected wave at
the end of the horizontal pipe. Pressure signature at gauge 3 is similar as at gauge 1 with weaker overpressure, however.
The relevant plot shows two first peaks due to the Mach shock and incident blasting wave, while the following main one
is due to reflected waves at the end of the horizontal pipe. Although not recorded by the experiments, the last peak, at
about 4.5 ms, is the reflected wave at the end of the vertical pipe. Lateral reflections on the vertical pipe are extremely
weak to be distinguished on gauge 3.

Figs. 16 and 17 show the distribution of the overpressure and the Mach number, respectively, over the tunnel for
several times until the disturbance attains the end of both pipes. As can be expected, the detonation produces a vio-
lent pressure rise followed by a rapid gas expansion in both sides of the blast charge. However, the overpressure
quickly diminishes in the - right - free region and hence hot gases are highly accelerated as can be shown in
Fig. 17, although the front wave becomes subsonic a short time after the detonation (¢t < 0.1 ms). Hence in this region,
no shock wave occurs at a relatively small distance of the blast center. It is worthwhile to also notice that the flow
expansion right the blast charge and the pressure decaying inside the pipe induce a quasi-steady flow in the free re-
gion. The long persistence of the mushroom-shape of the Mach distribution in this region is moreover a manifestation
of that. In addition, since the left side of the blast charge is a confined region, the overpressure across the wave front
is maintained high over a much longer distance inside the horizontal pipe than in the free region. The wave is super-
sonic even through and after the branch. Still, as mentioned above, the overpressure drops down at the branch par-
ticularly inside the vertical pipe. This may be beneficial in two ways. In one hand, the presence of the vertical pipe
significantly cuts the overpressure inside the horizontal pipe, and hence reduces the wave strength behind the branch.
In the other hand, the part of the wave propagating inside the vertical pipe becomes transonic shortly beyond the
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branch. Since no shock occurs in subsonic regime, this wave is not so important and dangerous than the one propa-
gating inside the horizontal pipe. The bifurcation device inside confined domains may be interesting from a safety

point of view.

4. Conclusion

The blast wave generated by a detonating charge is modeled and simulated in two parts. The first part is performed,
where the flow isotropy is satisfied, by a one-dimensional radial model. Both perfect gas and Jones-Wilkins-Lee laws gov-
erning hot detonation products are examined. Strong shock traveling through the fluid flow is successfully captured by the
numerical model. In one hand, perfect gas law leads to slightly overestimating the maximum peak of pressure while JWL law
gives, at lower numerical cost than the perfect gas law, high quality results compared to both experiments and numerical
data found in the literature. In other hand, the arrival time is under-estimated when considering perfect gas law, while
JWL law correctly estimates it.

Among the tested 1D-3D remapping techniques, the chord mean value method is found to satisfy best at the same time
accuracy, robustness and low computing cost criteria. This technique has therefore been used to supply with initial condi-
tions the three-dimensional simulation part.

The one-dimensional part, the remapping technique and the three-dimensional part constitute the proposed 1D-3D com-
bined simulation method.

Two three-dimensional simulations are performed. The first case is a rigid and closed box configuration inside which an
explosive charge detonates. Simulation is performed and some blast wave patterns are depicted. Especially, wave reflections
on the walls and interference in the bulk were clearly distinguishable. The second performed case is the blast wave simu-
lation inside a tunnel with bifurcation. The comparison between experimental data and the simulation results shows good
agreement. It is found that in confined domains, the flow remains supersonic a long distance from the blast charge. The bifur-
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cation leads to reducing the overpressure inside the main pipe while the overpressure inside the secondary pipe is weaker
and the flow is transonic. In confined structures, this suggests the effectiveness of such measures in order to be a safety
emergency space.

Improvement of the presented numerical model are under development by considering adaptive mesh refinement in or-
der to describe more accurately and less costly the blasting wave front and the subsequent interactions with structures.
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